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Abstract

Multicast is designed to jointly deliver content from a single source to a set of destinations; hence, it can efficiently
save the bandwidth consumption and reduce the load on the source. In many important applications, the appearance
of multiple sources brings new opportunities and challenges to reduce the bandwidth consumption of a multicast
transfer. In this paper, we focus on such type of multi-source multicast and construct an efficient routing forest with
the minimum cost (MCF). MCF spans each destination by one and only one source, while minimizing the total cost
(i.e. the weight sum of all links in one multicast routing) for delivering the same content from the source side to all
destinations. Prior approaches for single source multicast do not exploit the opportunities of a collection of sources;
hence, they remain inapplicable to the MCF problem. Actually, the MCF problem for a multi-source multicast is
proved to be NP-hard. Therefore, we propose two (2 + ε)-approximation methods, named P-MCF and E-MCF.
We conduct experiments on our SDN testbed together with large-scale simulations under the random SDN network,
regular SDN network and scale-free SDN network. All manifest that our MCF approach always occupies fewer
network links and incurs less network cost for any multi-source multicast than the traditional Steiner minimum tree
(SMT) of any related single source multicast, irrespective of the used network topology and the setting of multicast
transfers.
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1. Introduction

Multicast is a natural approach to deliver the same
content to a group of destinations not a single destina-
tion. It benefits in efficiently saving the bandwidth con-
sumption and reducing the load on the sender, compared
with the unicast. The root cause is that multicast can
avoid unnecessary duplicated transmissions among a set
of independent unicast paths towards destinations, af-
ter multiplexing a shared multicast tree. The tree spans
the source and all destinations. Flows from the same
source to destinations form a multicast transfer. De-
spite such bandwidth superiority, multicast in the Inter-
net suffers many deploying obstacles during the preced-
ing decades. Until recently, it achieves a few successful
network-level deployments in IPTV networks [1], en-
terprise networks, and data center networks [2, 3].

Among existing multicast routing protocols, PIM is
the most widely used one [2], which connects the source
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and destination via a shortest-path tree. An inher-
ent drawback of this method is that those independent
shortest paths, from each destination to the same re-
ceiver, lack opportunities to share more common links.
Thus, the formed shortest-path tree fails to minimize the
amount of utilized links; hence, multicast traffic along
it cannot considerably save the bandwidth consump-
tion. For this reason, many efforts focus on solving the
Steiner minimum tree (SMT) [4], a NP-hard problem.
It aims to minimize the total number of edges in a tree,
spanning all members of any given multicast group. The
SMT is not adopted by current networks, due to the
huge computation overhead even under heuristic meth-
ods and the challenge of distributed deployment [5].

Such multicast methods, however, assume priori
knowledge of multicast characteristics, i.e., the source
of each multicast group is fixed in advance. We call
this case as the single-source multicast. Unfortunately,
in many cases, the characteristics of a multicast trans-
fer are unknown a priori. That is, it is not necessary
that the source of a multicast transfer has to be placed
in a specific location as long as certain constraints are
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satisfied. A major reason is the widely used content
replica designs for improving the robustness and effi-
ciency in various networks, such as the content distri-
bution network [6], IPTV networks, and datacenter net-
works [7, 8]. When delivering a content file to multi-
ple destinations, the source of such a multicast transfer
can be any one replica in theory. This causes the multi-
source multicast, due to the source flexibility.

In this paper, we focus on a new type of multicast
transfer, the multi-source multicast. Given a set of des-
tinations and a collection of sources, together with the
network topology, the multi-source multicast problem
aims to construct a minimum cost forest (MCF). It en-
sures that each destination connects to just one source
through a path in the forest. The proposed multi-source
multicast is a general scheme, which is equivalent to the
single-source multicast in the special setting of a sin-
gle source. The objective is to minimize the cost of
the constructed forest. Compared with the SMT, find-
ing the MCF for any multi-source multicast is more
challenging, due to the flexible use of multiple sources
and the impact on routing. We prove that the MCF
problem is NP-hard. A potential approach is to divide
multi-source multicast as a set of single-source multi-
casts, each with a distinct source. The SMT with the
least cost among such multicasts just acts as the MCF
of the multi-source multicast. This way, however, suf-
fers from the complexity of solving a set of NP-hard
SMT problems. Moreover, the MCF under non-single
sources may cause less total cost than the picked best
SMT with any single source. Thus, prior approaches,
relying on traditional multicast, remain inapplicable to
the multi-source multicast proposed in this paper.

To solve the MCF problem efficiently, we propose
two (2 + ε)-approximation methods, P-MCF and E-
MCF. Such methods use a part of sources to establish
routing paths towards all destinations. They can seek
shared nodes among such paths to enhance the possibil-
ity of aggregating more links. Thus, they can reduce the
number of employed links while ensuring that the de-
livered content can reach each destination within an ac-
ceptable delay. We conduct small-scale experiments on
our testbed and large-scale simulations to compare the
multi-source multicast and traditional multicast under
the random network, regular network and scale-free net-
work respectively. The evaluation results indicate that
the MCF of multi-source multicast occupies less net-
work links and incurs less network cost, irrespective of
the used network topology.

In the remainder of this paper, we present our work
as follows. In Section 2, we summarize related multi-
cast methods. In Section 3, we present the problem for-

mulation and model of the multi-source multicast. We
design two efficient approximation algorithms in Sec-
tion 4, and evaluate the performance of our algorithms
through emulations and simulations in Section 5. Fi-
nally, we discuss and conclude this paper in Sections 6
and 7.

2. Related Work

2.1. Approximation methods for the SMT problem
Given any single-source multicast transfer, much re-

search work focus on the construction of multicast trees
to satisfy various constraints. The SMT problem formu-
lates a common constraint on the multicast tree, i.e., the
amount of occupied links for spanning all members of a
multicast group. Many algorithms for the SMT problem
have been proposed to approximate the optimal solu-
tion. A fast and effective algorithm achieves a (2+ ε)-
approximation, which approximates the SMT problem
using a minimum spanning tree (MST) in [9]. Sev-
eral methods, based on greedy strategies achieve bet-
ter approximation ratio, such as 1.746 [10], 1.693 [11],
1.55 [12], 1.39 [13], but considerably incur high time
complexity than the (2+ ε)-approximation algorithm.
The k-restricted loss-contracting algorithm achieves a
1.55-approximation. The time complexity, however, is
too high due to many rounds of iterative computation,
which is hard to be terminated within the acceptable
time. Actually the round of iterations is unpredictable
for large-scale networks.

Although the fast SMT algorithm does not achieve
the optimal approximation ratio, it significantly saves
more computation time than other algorithms. Hence,
it is more suitable than other algorithms for large mul-
ticast groups and large-scale networks. A LP-based ap-
proximation algorithm presented in [13] can achieve a
better approximation ratio of 1.39. It adopts iterative
randomized rounding technique and is designed on the
basis of k-restricted algorithm. Hence, it suffers high
computation complexity. Such SMT algorithms, how-
ever, are still inapplicable to the MCF problem proposed
in this paper, due to the introduction of multiple sources
for each multicast group. Those multicast algorithms
have not been adopted by current networks, due to the
huge computation overhead and the challenge of dis-
tributed deployment [5]. Fortunately, the emergence of
SDN makes it possible to realize novel multicast proto-
cols.

2.2. The minimum-residual-bandwidth multicast
Given a multicast transfer, the desired multicast tree

may need to satisfy other essential constraints, such
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as the end-to-end delay constraint, the reliability con-
straint, and the optimal residual bandwidth. The most
related research work revolves around the MMForest
algorithm [14]. For a collection of multi-source mul-
ticasts, MMForest aims to establish a multicast forest
for each multi-source multicast to span its all destina-
tions and sources, such that the shared network exhibits
the maximal residual bandwidth. Actually, MMForest
is designed based on the existing Widest-Path Forest al-
gorithm, which prefers to select those links with higher
residual capacity. It means that the knowledge about
the collection of multi-source multicasts is known in ad-
vance and the construction order of their forests has se-
rious impact on the final residual capacity. That is, all
multi-source multicasts have to design their forests co-
operatively.

The MMForest method focuses on optimizing the
residual bandwidth under a set of multi-source multicast
streams. On the contrary, the MCF problem proposed
in this paper aims to tackle the widely used constraint,
i.e., minimizing the amount of occupied links for each
multicast stream. Thus, for a multi-source multicast,
our MCF method establishes a forest with less amount
of links than the MMForest method; hence, our MCF
consumes less amount of total bandwidth than the MM-
Forest. When many streams need to be delivered along
different multi-source multicasts, more links would be
saved by our MCF rather than the MMForest. Thus, our
MCF method can further improve the level of residual
bandwidth, and make the network support more multi-
cast forests concurrently.

Moreover, MMForest remains inapplicable to our
MCF problem. The root cause is that its basic idea is
similar to the most straightforward multicast tree. MM-
Forest makes each destination select one path with the
largest residual bandwidth towards all sources, and then
merges those paths selected by all destinations. Ob-
viously, this method loses non-trivial opportunities to
maximize the number of shared links among individual
paths. MMForest is actually one type of the shortest-
path forest; hence, it incurs higher total link cost than
our MCF, due to the lack of shared links.

3. Problem Statement of MCF

We start with the important observation of multi-
source multicast, and then present the problem state-
ment of multi-source multicast. Finally, we give a
mixed integer linear programming model for the multi-
source multicast problem.

3.1. Observations
Multicast is a natural approach to deliver the same

content to a group of destinations not a single destina-
tion. It benefits in efficiently saving the bandwidth con-
sumption and reducing the load on the sender, compared
with unicast. The total cost of a multicast tree, which
spans all destinations and the single source, is widely
used as the performance metric of a multicast. Without
considering the diversity among network links, the cost
of the multicast tree mostly depends on the amount of
occupied links. To minimize the tree cost, given a multi-
cast group many approximation methods [15] have been
proposed to construct the SMT. Given the same set of
destinations, the cost of a multicast group is sensitive to
the selection of the source.

In many cases, due to the widely used designs of con-
tent replica, the source of a multicast transfer is not
necessary to be placed in specific locations as long as
certain constraints are satisfied. A major reason is the
widely used design of content replica designs for im-
proving the robustness and efficiency in various net-
works. Thus, any replica can participate in the multicast
transmission by acting as the single source. The resul-
tant different multicast transfers exhibit the diversity of
tree cost, as shown in Figure 1(b) and Figure 1(c).

Figure 1 plots an illustrative example of the di-
versity of SMT for multicast with the same destina-
tions {1,2, ...,12}. Triangle nodes denote all potential
sources, square nodes denote the destinations, and cy-
cle nodes denote intermediate forwarding nodes. Figure
1(b) and Figure 1(c) indicate two multicast trees with
s1 and s2 as the single source, respectively. We can see
that the multicast tree with the source s1 is of cost 17,
while the multicast tree with the source s2 is of cost 16,
even node s1 also participates in the multicast routing
as a forwarding node.

Such facts motivate us to resolve the problem of mul-
ticast with multi-source sources, i.e., the multi-source
multicast problem. It offers new opportunities to re-
duce more bandwidth consumption than existing mul-
ticast with a single source. A simple method for ex-
ploiting such opportunities is to calculate the SMTs for
the multicast groups with the same destinations but var-
ied sources by addressing a set of NP-Hard SMT prob-
lems. The SMT with the least tree cost should be the
preferred one. For example, the multicast tree in Figure
1(c) is more desired one than that in Figure 1(b). How-
ever, we find that the picked best SMT with any single
source may not be the optimal selection. A more effi-
cient multicast may exist when multiple sources partic-
ipate simultaneously. For example, multicast transmis-
sion in Figure 1(d) is just of cost 12 and outperforms
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(a) Random network topology.
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(b) Multicast with a source s1.
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(c) Multicast with a source s2.
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(d) Multicast with sources s1 and s2.

Figure 1: An illustrative example of multi-source multicast with the same destination set {1,2, ...,12} but different sources. The total cost of
multicast transmission is 17, 16, and 12 in Figure 1(b), Figure 1(c), and Figure 1(d), respectively.

any individual SMT. Such a preferred design, however,
cannot be achieved by prior approaches, relying on tra-
ditional multicast. That is, they remain inapplicable to
the multi-source multicast problem proposed in this pa-
per.

3.2. Problem statement
In the case of multiple sources, the traditional multi-

cast problem can be naturally generalized as the multi-
source multicast. More precisely, we consider a net-
work G(V,E), where V and E denote the set of nodes
(switches and servers) and edges (links), respectively.
Each edge e∈E is associated with a cost and is normal-
ized as one for the easy of presentation. We formalize
the multi-source multicast problem in Definition 1.

Definition 1. Given a destination set D∈N and a
source set S∈N, a multi-source multicast means to se-
lect a subset S0∈S and partition set D into number of
|S0| subsets Di for 0 ≤ i < |S0|. Each source node in
subset S0 is responsible to deliver the same content to
all destinations in one of |S0| partitioned subsets of set
D. A constraint is that the intersection of any pair of Di
and D j is empty for 0≤ i, j < |S0|. Thus, each destina-
tion is served by one and only one source in set S.

The multi-source multicast is a general scheme of
multicast communication. Actually, it is equivalent to
the single-source multicast when the set S contains only
one source. Even in the case of |S|>1, a multi-source
multicast actually acts as a single-source multicast when
all destinations employ any common source s∈S. It is
clear that the usage strategy of such sources dominates
the transmission cost of multi-source multicast. There-
fore, we present the minimum cost forest (MCF) prob-
lem in Definition 2 to minimize the transmission cost of
a multi-source multicast.

Definition 2. Given a multi-source multicast, the prob-
lem of MCF is to find a forest spanning each destination
d∈D with only one source s∈S such that the total cost of
utilized edges in the forest is minimized. Note that each
edge e ∈ E is associated with a cost and is normalized
as one for the easy of presentation.

Accordingly, we can infer that the MCF does not nec-
essarily contain all sources. Any pair of sources s1 and
s2, however, should be separated if they were connected
in the MCF. Otherwise, some destinations may reach
more than one sources, increasing the cost of the resul-
tant forest. The multicast topology in Figure 1(c) is not
desirable since two sources s1 and s2 are linked through
a path.

The multi-source multicast becomes the single-
source multicast, when the source set contains only one
element. Thus, the MCF problem is equivalent to con-
structing a SMT, which is NP-hard in a general graph. In
general setting, the MCF problem involves more chal-
lenges than the SMT problem, due to the flexible use of
multiple sources.

Theorem 1. Given a multi-source multicast with the
source set S and destination set D in a network G(V,E),
the problem of calculating its MCF is NP-Hard.

Proof 1. We prove the NP-hardness of MCF by giving a
polynomial time reduction from SMT, a NP-hard prob-
lem, to MCF. We first examine the SMT problem of a
multi-source multicast. It means to find a SMT for span-
ning all destinations and sources of that multi-source
multicast. Clearly, the optimal solution of this SMT
problem cannot be found within polynomial time. Note
that |S|2 source pairs exist in the optimal SMT and each
source pair is connected by only one path. The path be-
tween any two sources has at least one redundant links.
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A link is redundant only if each destination still reaches
at least one source after removing that link. For exam-
ple, links a→ b and s1→a in Figure 1(c) are redundant.
Therefore, the SMT problem of a multi-source multicast
would be reduced to the MCF problem, by removing all
redundant links in the optimal SMT. The process of re-
moving potential redundant links should be completed
within polynomial time. The remaining links in the orig-
inal optimal SMT form a forest F, where each destina-
tion connects to only one source. Thus, the MCF prob-
lem of multi-source multicast is NP-Hard; hence, Theo-
rem 1 is proved.

A natural generalization of the Steiner Tree Problem
is the Steiner Forest Problem (SFP) [16]. Given a col-
lection of disjoint subsets, S1,S2, ...,Sk, of V in an undi-
rected graph G =<V,E >, SFP aims to find a minimum
cost subgraph in G, in which any two vertices lie in the
same subset Si are connected for 1 ≤ i ≤ k. Note that
for our MCF problem, it is not necessary that all sources
will be employed and each destination just needs to con-
nect to only one source in the resultant forest. It is
not clear how to reasonably divide all destinations and
sources of a multi-source multicast into a collection of
disjoint subsets, such that each subset contains at least
one source node and at least one destination node. Thus,
our MCF problem is different from the SFP problem and
the SFP problem cannot be simply reduced to our MCF
problem. For this reason, we prefer to prove the NP-
hardness of MCF by reducing the SMT problem to our
MCF problem within polynomial time.

3.3. Mixed integer linear programming
We further present a Mixed Integer Linear Program-

ming (MILP) formulation for the proposed MCF prob-
lem. It is practical to find the optimal solutions for small
instances of the problem via any commercial MILP tool.

Let Nv denote the set of all neighbor nodes of node
v in G, and u is in Nv if eu,v is an edge from u to v.
Let S denote the source set of the multi-source multi-
cast group, and D denote the destination set. The out-
put minimal cost forest F needs to ensure that there is
only one path in F from every node d∈D to only one
source s∈S. To achieve this goal, our problem includes
the following binary decision variables. Let binary vari-
able ϖd,s denote whether a destination node d selects a
source node s as the root node. That is, there is a path
from d to s if ϖd,s=1. In this setting, let binary variable
πd,u,v denote whether an edge eu,v is in the path from
the destination d to the source s. Let binary variable εu,v
denote whether edge eu,v is in the output T . Intuitively,
we should find the path from each destination d to just

one source node s with ϖd,s=1. Thus, every edge eu,v in
the path has πd,u,v=1. The routing of the resultant forest
with εu,v=1 for every edge eu,v in F can be achieved by
the union of the paths from all destination nodes in D to
at least one source node in S.

The objective function of the MCF problem is as fol-
lows.

min ∑
eu,v∈E

cu,v× εu,v,

where the weight cu,v denotes the cost of edge eu,v.
To find εu,v, our MILP formulation includes the fol-

lowing constraints, which explicitly describe the routing
principles for the multi-source multicast.

∑
s∈S

ϖd,s = 1,∀d ∈ D (1)

∑
v∈Ns

πd,s,v = 1,ϖd,s = 1,∀d ∈ D,∃s ∈ S (2)

∑
u∈Nd

πd,u,d = 1,ϖd,s = 1,∀d ∈ D,∃s ∈ S (3)

∑
v∈Nu

πd,u,v = ∑
v∈Nu

πd,v,u = 1, ϖd,s = 1, (4)

∀d ∈ D,∃s ∈ S,∀u ∈V,u 6= d,u 6= s

πd,u,v ≤ εu,v,∀d ∈ D,∃s ∈ S,∀eu,v ∈ E (5)

For each destination node d∈D, the first constraint
ensures that there exists only one source node s∈S such
that there exists at least one path from d to s in the out-
put F . Formulas (2), (3), and (4) impose constraints
on finding the path from every destination d in D to its
source s. More precisely, given any destination node d,
s is the source of the path towards d, and constraint (2)
implies that only one edge es,v from s to any neighbor
node v needs to be selected with πd,s,v = 1. At the same
time, it ensures that there exists only one path from s
to d and any pair of source nodes in the output F is
isolated. On the other hand, every destination node d
is the flow destination, and constraint (3) ensures that
only one edge eu,d from any neighbor node u to d must
be selected with πd,u,d = 1. Furthermore, for any other
node u in G, we can infer from constraint (4) that it is
either located in the path from s to d or not. If u locates
in the path, u has one incoming flow in the path with
one binary variable πd,v,u = 1 and one outgoing flow in
the path with one binary variable πd,u,v = 1. Otherwise,
πd,v,u as well as πd,u,v are 0. Note that, according to the
objective function, πd,v,u = 1 is set for just one neighbor
node v so as to minimize the cost of output forest F .

The last constraint desires to find the routing of the
output F , i.e., εu,v. More specifically, εu,v must be 1
if edge eu,v is in the path between at least one pair of
source s and destination d, i.e., πd,u,v = 1. The output
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forest F is the union of the paths from all destinations
to their corresponding sources.

4. Efficient building methods of MCF

We start with designing a fundamental approximation
method, P-MCF, to find the minimum-cost forest, and
then present a more efficient method, E-MCF.

4.1. Primary approximation method

As aforementioned, the MCF problem for a multi-
source multicast is NP-hard and cannot be solved in
polynomial time. Thus, we focus on designing efficient
methods to approximate the optimal forest [17] for the
multi-source multicast.

A straightforward method is to treat a multi-source
multicast as a collection of single-source multicasts,
each with a different source. Accordingly, we select
the SMT with the least cost as the MCF of the multi-
source multicast. This method suffers the complexity of
solving a set of NP-hard SMT problems. Moreover, the
MCF involving multiple sources may cause less total
cost than the picked best SMT, as discussed in Section
3.1. Thus, previous approaches for traditional multicast
remain inapplicable to the proposed multi-source multi-
cast. For this reason, we design an approximation MCF
method, called P-MCF, as illustrated in Algorithm 1.

Given a network, its undirected graph model is
G=(V,E). For a multi-source multicast with the source
set S and destination set D, we derive the complete
graph G1=(V1,E1) from the original graph D and two
nodes sets, S and D. The node set V1 is the union
of the source set S and destination set D. According
to the definition of the complete graph, there exists an
edge between any pair of nodes in V1. For every edge
{vi,v j} ∈ E1, d({vi,v j}) denotes its cost, i.e., the length

Algorithm 1 P-MCF method
Require: An undirected graph G = (V,E), the set of

destinations D, and the set of sources S.
Ensure: A minimum cost forest F .

1: Construct the complete graph G1 = (V1,E1) from G
and two sets, D and S.

2: Find a minimum spanning tree T for the graph G1.
3: Construct the subgraph T1 from T by deleting some

edges, if necessary, so as to isolate all source nodes.
4: Construct the subgraph F of G by replacing each

edge in T1 by its corresponding shortest path in G.
Note that those isolated source nodes in T1 are also
removed.

of the shortest path from node vi to node v j in the orig-
inal graph G. That is, each edge in G1 refers a shortest
path in G.

We then construct a minimum spanning tree T for the
graph G1 such that any pair of nodes in V is connected
through only one path. Accordingly, any pair of source
nodes in S is also connected in the tree T . However, any
two sources should be separated if they are employed in
the MCF, as discussed in Sections 3.2 and 3.3. For this
cause, any pair of connected sources in T need to be sep-
arated by removing the maximum-cost edge along their
only path in T . If there are several such edges in the
path, it is reasonable to pick an arbitrary one. The chal-
lenge issue is the processing order of those connected
sources in the tree T . Thus, we record the maximum-
cost edge in the path of each pair of connected source
nodes, and sort such edges in the descending order of
their costs. We delete the first edge from T and up-
date the sorted edges. Cutting edges is finished until the
updated T1 no longer contains any connected sources.
Finally, we can build a MCF for the multi-source multi-
cast by removing those isolated nodes in T1 and replac-
ing each edge in T1 by its corresponding shortest path in
G.

Figure 2(a) illustrate an example of multi-source mul-
ticast in a small scale network. Let S={s1,s2,s3} be
the set of source nodes and D={1,2,3,4,5,6,7} be the
set of destination nodes. Figure 2(b) shows a mini-
mal spanning tree T of the complete graph consisting
of all sources and destinations. Figure 2(c) shows the
minimum spanning tree T1 after removing edges {s2,2}
and {s3,7} from T . Note that we may remove different
edges to ensure that any two sources are disconnected.
For example, it’s reasonable to delete edges {s1,6} and
{s1,1}.

Theorem 2. Given any multi-source multicast in a net-
work G, the output MCF of our P-MCF method obtains
an approximation ratio of (2+ ε).

Proof 2. Let a node set P denote the union of the source
set S and the destination set D. Let T (P) denote the
generated MCF of the multi-source multicast through
our P-MCF method. T (P) utilizes fewer links than the
minimum spanning tree mst(P), since T (P) is derived
from mst(P) after removing some edges. We can in-
fer that the cost of T (P) is less than that of mst(P),
i.e., |T (P)|≤|mst(P)|. Let smt(P) denote a Steiner min-
imum tree spanning all nodes in P, which uses fewer
links than mst(P) because of high link overlap rate [12].
There exists an Euler tour of smt(P), called TE , which
passes each edge in smt(P) two times. The distance
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(a) A multi-source multicast in a small-
scale random network
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Figure 2: An illustrative example of our P-MCF method, which constructs a MCF for the multi-source multicast in Figure 2(a).

function of the Steiner tree problem conforms to the
triangle inequality. The cost of any Euler tour is less
than that of the related minimum spanning tree. Hence,
2|smt(P)|≥|TE |≥|mst(P)|≥|T (P)| [18]. Let opt be the
optimal MCF of the multi-source multicast. If addi-
tional d edges are added into opt to connect each trees
as a new tree T ′, T ′ utilizes number of |opt|+ d links,
which is more than smt(P). Thus, we have 2(opt+d)≥
2smt(P) ≥ mst(P) ≥ T (P). The approximation ratio of
our P-MCF is T (P)

opt ≤ 2+ 2d
opt . Specially, the ratio of d

to opt is ε and is considerably less than 1 in most real
networks. Thus, Theorem 2 is proved.

Time Complexity. We analyze the time complexity
of our P-MCF method in the following way. At the be-
ginning, the number of (|S|+ |D|)2 shortest paths have
to be calculated for achieving the complete graph G1.
The time complexity of calculating one shortest path
is O(V 2) [19]. Thus, the time complexity of the com-
plete graph is O((|S|+ |D|)2×|V |2). The time com-
plexity of finding the minimal spanning tree T from G1
is O((|S|+ |D|)2) [20]. The time complexity of find-
ing and removing the maximum cost edge in paths be-
tween sources will cost at most O(|S|). Thus, the to-
tal time complexity of the proposed P-MCF method is
O((|S|+ |D|)2×|V |2).

4.2. Enhanced approximation method
In this section, we design an enhanced approximation

method, called E-MCF, to build the MCF for any multi-
source multicast. The basic idea is originated from the
observation about the shared nodes in MCF. The major
difference between the E-MCF and P-MCF methods is
the construction of the complete graph G1 from G and
the multi-source multicast. The two methods share the
same process after deriving out the complete graph G1.

Multicast destinations share one source node; hence,
their routing paths towards the source node may over-
lap. Those overlapped links have common nodes, which
are called shared nodes. Those shared nodes frequently
appear in the shortest paths from sources to destinations.

In the E-MCF method, the complete graph G1 con-
tains not only nodes in sets D and S but also some
shared nodes. Those shared nodes are helpful to find
which links are more beneficial if they are involved
in the constructed minimum spanning tree T . With-
out such shared nodes, T usually involves more edges,
which can’t be aggregated along paths from destinations
to such sources.

4.2.1. Observation of shared nodes.
Note that, in the case of our P-MCF method, all nodes

in the complete graph G1 are just those source nodes and
destination nodes. Thus, it’s hard to distinguish which
edges/paths in G1 are more possible to aggregate if they
appear in the minimum spanning tree T . We find that
if some shared nodes are appended into the complete
graph G1, the formed minimal spanning tree and the fi-
nal MCF are dramatically changed since more paths can
be aggregated. As a result, the total transmission cost of
a multi-source multicast can be considerably reduced.
For example, as shown in Figure 3(a), we add shared
nodes f and c into G1. Figure 3(b) reports the resultant
minimum spanning tree of G1, where more edges can be
aggregated. As shown in Figure 3(c), the output MCF
for the same multi-source multicast is of cost 9, which
is much less than that of formed MCF in Figure 2(d).

Accordingly, we aim to introduce some shared nodes
into the complete graph G1. Thus, more edges with high
overlap rate will be added into the complete graph. Fi-
nally, the output MCF can save more links and reduce
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Figure 3: An illustrative example of our E-MCF method, which constructs a MCF for the multi-source multicast in Figure 2(a).

its total cost.

4.2.2. Identification of shared nodes.
As aforementioned, the introduction of shared nodes

in E-MCF method can considerably reduce the total cost
of resultant forest. However, it is non-trivial to iden-
tify and select shared nodes in graph G. To address this
problem, we propose Algorithm 2 as follows.

In Algorithm 2, the function ShortestPath calculates
the shortest path between any two nodes. Note that Al-
gorithm 2 calculate those shortest paths between not
only any pair of source and destination but also any
pair of two destinations. It, however, does not consider
the shortest path between any pair of two sources since
those sources selected by the MCF should be discon-
nected. Accordingly, we extract intermediate nodes in
each shortest path and count the times it is shared with
other shortest paths via the function IntermediateNode.
The function IsConnected(u,v) is used to judge whether
node u is connected with node v.

As an example, we compare Figure 2(b) with Figure
3(a). It is clear that nodes f and c are two branching
point; hence, they are more feasible to aggregate edges
if they are included in the complete graph G1. We can
see shared nodes should be connected to many other
nodes such that flows from such nodes will be imme-
diately aggregated at a shared node.

4.2.3. Analysis of E-MCF.
The major difference between P-MCF and E-MCF

is the design of the complete graph G1. As shown in
Figure 3, such a novel design is very effective to re-
duce the transmission cost of the same multi-source
multicast. Figure 3(a) shows the minimum spanning
tree T of the new complete graph G1 with the node
set {1,2,3,4,5,6,7,s1,s2,s3, f ,c}. Notably, two shared

nodes f and c are also included in G1. To disconnect
each pair of sources, two edges c→4 and s3→7 are re-
moved from T as shown in Figure 3(b). After replacing
each edge in T1 with the corresponding shortest path in
G, we achieve the output MCF of cost 9, as shown in
Figure 3(c).

As illustrative an example in Figure 3(b), shared node
f divides the edge in Figure 2(c) from node 3 to s1 into
two edges {3, f} and { f ,s1}. The path from 6 to s2
is also divided by f . Some aggregated links which are
repeatedly used can be saved. Consequently, the total
weight decreases.

Theorem 3. Given any multi-source multicast in a net-
work G = (V,E), E-MCF is more effective than P-MCF.

Proof 3. Recall that the P-MCF method first constructs
the complete graph G1 of all members of the multi-
source multicast, and then derives a minimum span-
ning tree T1 from G1. We collect all intermediate nodes
located on the shortest paths. The most frequent in-
termediate nodes among all shortest path are selected
as shared nodes. In the E-MCF method, those shared
nodes will be added into G1. Thus, a new complete
graph G2 and a minimum spanning tree T2 are achieved.
We will prove that T2 might exhibit less total weight than
T1, due to the introduction of those shared nodes.

If adding a shared node v, some edges in T1 might
change according to two situations as follows. For each
node u in T1, T2 will consider whether the new edge eu,v
should be adopted.

• For an edge eu,w in T1, if the related shortest path
in G traverses the shared node v, T2 prefers to re-
place the edge eu,w with edges eu,v and ev,w. This
will not increase the total weight of T2 since the
weight of eu,w is equal to that of eu,v plus that of
ev,w. If other edges of node u in T1, such as eu,w1
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Algorithm 2 Identification of shared nodes
Require: An undirected graph G = (V,E), the set of

destinations D, and the set of sources S.
Ensure: A set of shared nodes P′.

1: P′← /0,L← /0;
2: for ∀si ∈ S and ∀d j ∈ D do
3: L← ShortestPath(si,d j)
4: end for
5: for ∀di ∈ D and ∀d j ∈ D and di 6= d j do
6: L← ShortestPath(di,d j)
7: end for
8: for ∀li ∈ L do
9: Candidate← IntermediateNode(li)

10: end for
11: for ∀u ∈Candidate do
12: Numbero f Neighbor← 0
13: for ∀v ∈Candidate, u 6= v do
14: if IsConnected(u,v) then
15: Numbero f Neighbor ←

Numbero f Neighbor+1
16: end if
17: end for
18: if Numbero f Neighbor > 3 then
19: P′← u
20: end if
21: end for

and eu,w2 , exhibit the same property of eu,w, T2 will
update edge eu,w1 with edges eu,v and ev,w1 , and
update eu,w2 with edges eu,v and ev,w2 . Thus, the
common edge eu,v is shared repeatedly and can be
aggregated. This fact will reduce the total weight
of T2.

• Otherwise, let eu,w be the edge with the highest
weight among all adjacent edges of u in T1. If edge
eu,w has higher weight than edge eu,v, T2 will adopt
edge eu,v rather than edge eu,w. The total weight
of T2 will be decreased by the weight of eu,w minus
that of eu,v. On the contrary, if the weight of edge
eu,w is less than that of eu,v, T2 still utilizes edge
eu,w even a shared node v is used.

In summary, the total weight of T2 from E-MCF is
less than that of T1 from P-MCF. We have proved that
P-MCF is (2+ ε)-approximation in Theorem 2. Thus,
E-MCF will achieve better approximation ratio than P-
MCF.

Time complexity. We analyze the time complex-
ity of the E-MCF method in the following way. At
the beginning, we need to calculate (|S||D|+ |D||D−1|

2 )

shortest paths from all destinations to all source and
among destinations. The time complexity of calculat-
ing one shortest path is O(|V |2) [20]; hence, the time
complexity of finding the complete graph is O((|S||D|+
|D||D−1|

2 )× |V |2). The time complexity of finding all
shared nodes is O(|V |). The time complexity of form-
ing the minimum spanning tree T from G1 is O((|S|+
|D|+ |SharedNode|2), where |SharedNode| is the num-
ber of shared nodes. At last, some edges are re-
moved by discovering and cutting the highest-weight
edge in the path between any two sources in T . If each
edge in T is checked, its complexity is O((|S|+ |D|+
|SharedNode| − 1). In total, the complexity of our E-
MCF method is O((|S||D|+ |D||D−1|

2 )×|V |2).

5. Performance Evaluation

We begin with the implementation method of multi-
source multicast in actual networks. We then mea-
sure the performance of multi-source multicast based
on small-scale experiments. Finally, we conduct large-
scale simulations to evaluate the multi-source multicast
under different network settings. In this section, we also
use the term P-MCF and E-MCF to refer the forests re-
sulting from the P-MCF and E-MCF methods, respec-
tively.

5.1. Implementation of the multi-source multicast in a
SDN testbed

We execute the SMT method for traditional multicast
and our methods for multi-source multicast in a real
testbed of software-defined networks (SDN) [21, 22].
SDN is a flexible architecture for the network resource
management and network application innovation. Af-
ter decoupling the control plane from the data plane,
the controller is responsible for a programmable con-
trol plane. It collects users’ network requirements and
jointly manages the underlying physical network in a
centralized way. The response to users’ requirements
will be translated into a series of control policies, which
are delivered to involved network devices for updating
their flow tables. Accordingly, SDN provides new op-
portunity for deploying various flexible protocols, such
as the single-source multicast and the multi-source mul-
ticast. We report the data plane and the control plane of
our testbed as follows.

Data Plane Our testbed includes 16 ONetSwitch20
Openflow switches [23], each of which has four 1G
data ports and one 1G management port. Each
ONetSwitch20 switch consists of the Zynq SoC and
other components, so as to enable the line-rate packet
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switching. We select ONetSwitch20 as our data plane
since it can flexibly support the management and cus-
tomization of the flow table. Such ONetSwitch20
switches are connected randomly and the available data
ports of each switch are reserved to connect computing
nodes, PcDuino nodes. Figure 2(a) plots the topology of
our testbed, where all computing nodes are omitted. In
this section, we vary the number of source and destina-
tion nodes, which connect to different switches. When
we mention the source and destination nodes of a mul-
ticast or a multi-source multicast, we just replace each
multicast member with the related switch it appends in
this section.

Control Plane We deploy the RYU controller [24] in
the testbed since it is flexible to support our evaluation.
We realize three multicast applications, including the
SMT, P-MCF, and E-MCF, on the RYU controller. The
first task of the control plane is to generate and main-
tain the SMT for any given multicast and the MCF for
any given multi-source multicast. The second task is to
deploy the generated SMT and MCF into the physical
SDN network, according to the Openflow specification
[25]. The packet forwarding procedure should be trans-
parent such that switches need not to be aware whether a
packet belongs to a multicast session or not. One simple
method is to configure special addresses for multicast
sessions and configure multicast flow entries, each of
which contains a set of output instructions. Once a mul-
ticast flow entry in an involved switch matches packets
with the address, the packet will be replicated and for-
warded out from a given set of ports. Our flow table is
shown in Table 1.

Table 1: Multicast Flow Entry
Match Actions

multicast address output:port 1
output:port 2

5.2. Evaluation based on small-scale experiments

In this section, we evaluate not only our P-MCF and
E-MCF methods for multi-source multicast, but also the
widely used SMT method for traditional single-source
multicast on our testbed. The testbed keeps the topology
among 16 SDN switches, but changes the configurations
of multi-source multicasts.

Given each setting of a multi-source multicast, we
first construct the desired forest using our P-MCF and
E-MCF methods. At the same time, we derive a single-
source multicast by randomly picking a source from
all potential sources. The SMT method establishes the
minimum-cost tree for spanning the picked source and
all destinations. For any multi-source multicast, we

evaluate the resultant SMT or MCF using two perfor-
mance metrics, including the total number of links and
the flow completion time (FCT). FCT means the dura-
tion that one destination completely receives one mul-
ticast stream from a source. The longest, shortest, and
average FCTs indicate the maximum, minimum, and av-
erage completion time among all flows in a multi-source
multicast, respectively. Note that each source delivers
10MB data towards related destinations.

5.2.1. Impact of the number of sources
We randomly fix 7 destination nodes while vary the

number of sources from 2 to 6. Figure 4 reports the
evaluation results about the three methods, in terms of
four metrics under varied number of sources.

Figure 4(a) indicates that E-MCF always incurs lower
cost than the SMT, when the number of sources in-
creases from 2 to 6. This evidence proves the feasibility
and effectiveness of the proposed multi-source multi-
cast in this paper. Such benefit is more notable when
increasing number of sources are utilized. Additionally,
the E-MCF also outperforms the P-MCF, irrespective of
the number of sources.

Figure 4(b) and Figure 4(c) show that the E-MCF
and P-MCF of the multi-source multicast outperform
the SMT of the traditional multicast, in terms of the
shortest and the average FCTs. Additionally, we find
that the shortest and the average FCTs of P-MCF are
less than that of E-MCF. The reason is that the P-MCF
prefers to use the shortest path; hence, it contains the
most amount of shortest paths from destinations to their
nearest sources among three building algorithms. The
longest FCT records the time duration until the last des-
tination receives the data from sources; hence, it domi-
nates the users’ experience of the multicast routing. In
our small-scale testbed, the three methods exhibit simi-
lar value of the longest FCT, as shown in Figure 4(d).

In experiments, no matter a multi-source multicast
contains how many sources, we consider a dedicated
multicast with one given source. Accordingly, the four
performance metrics of the resultant SMT do not vary
with the increasing number of sources. When a multi-
source multicast employs more sources, our E-MCF and
P-MCF perform better than the SMT. Among the three
methods, the E-MCF is the desired one since it incurs
the least cost and lower FCT.

5.2.2. Impact of the number of destinations
To evaluate the impact of the number of destinations,

we randomly fix two source nodes and vary the number
of destinations from 3 to 9. Figure 5 reports the results
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Figure 4: Impact on total link cost and FCTs of multi-source multicast when varying the numbers of sources from 2 to 6 in the testbed, while 7
destinations are fixed.
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Figure 5: Impact on total link cost and FCTs of multi-source multicast with varied number of destinations in the testbed, while two source nodes
are fixed.

of the three methods, in terms of four metrics under var-
ied number of destination nodes.

Figure 5(a) shows that total cost of the three methods
increases along with increasing destinations. However,
E-MCF and P-MCF always incur lower cost than the
SMT. Figure 5(b), Figure 5(c) and Figure 5(d) report
the shortest, average, and the largest FCTs under varied
multicast methods. We can see that the P-MCF method
achieves the best performance in terms of the three FCT
metrics, irrespective of the number of destinations. On
the other hand, the E-MCF method incurs the lowest
cost among the three methods as shown in Figure 5(a),
and achieves acceptable FCTs.

5.3. Evaluation based on large-scale simulations
The above small-scale experimental results have

demonstrated the benefits of our multi-source multicast
and proved that the E-MCF achieves the best perfor-
mance than P-MCF and SMT. It is necessary to evaluate
the performance of our methods under large-scale net-
works, where the multi-source multicast involves more
sources and destinations. Thus, we further conduct
large-scale simulations to evaluate the performance of
our MCF problem in random networks, regular net-
works, and scale-free networks. We focus on two per-

formance metrics, including the total link cost and the
longest hop delay of each multicast routing structure.
To ease the presentation, we use the largest hop length
between a pair of source and destination to refer the
longest hop delay.

5.3.1. Simulation settings of large-scale networks
We first realize three types of network topologies, in-

cluding random networks, regular networks, and scale-
free networks, as the adjacent matrix in JAVA language.
A random network is obtained by starting with a set of
n isolated vertices and adding successive edges between
them at random. Actually, regular and scale-free net-
works originate from the regular and scale-free graphs
in graph theory. A regular graph means that all nodes
in the graph have the same degree. However, the de-
gree distribution of nodes in a scale-free network obeys
to the power law; hence, small proportion of nodes has
most connections but large proportion of nodes does not
[? ? ].

In this way, we implement our two MCF algorithms
as well as the SMT algorithm. In our simulations, we
also need to derive a related multicast for any multi-
source multicast before comparing our MCF methods
and prior SMT method. Thus, we initialize a multi-
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Figure 6: The changing trends of the cost and hop delay under random
networks covering 1200 to 2800 switches. The multi-source multicast
has 10 sources and 300 destinations.

source multicast as a single-source multicast by ran-
domly picking a source from all potential sources. The
SMT method then establishes the minimum-cost tree for
spanning the picked source and all destinations.

Moreover, we measure the performance of the three
methods under random networks, regular networks and
scale-free networks. In the case of each network topol-
ogy, we change the network scale from 1200 switches to
2800 switches, the number of sources from 3 to 21, and
the number of destinations from 500 to 1000. The re-
sultant network consists of 4800 to 10000 hosts if each
switch connects with four hosts.

5.3.2. Evaluation under random networks
We first measure the performance of E-MCF, P-MCF,

and SMT in large-scale random networks. We start with
multi-source multicasts with 10 sources and 300 desti-
nations in varying scale random networks.

Impact of the network scale. Figure 6 reports the
evaluation results of the three methods, when the num-
ber of switches increases in a random network. We can
infer from Figure 6(a) that the SMT of traditional mul-
ticast causes the largest link cost among the three meth-
ods. The benefits of our P-MCF and E-MCF methods
for the multi-source multicast are more noticeable when
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Figure 7: The impact of the number of sources on the link cost and
the hop delay under a random network of 2000 switches. We set 300
fixed destinations but variable sources for multi-source multicasts.

the network scale becomes 2800. More precisely, our E-
MCF method can save the total cost of traditional SMT
by 39.23%. Figure 6(b) shows that our P-MCF is the
best one among three methods in terms of the longest
hop delay, since any destination just selects the shortest
path to its nearest source.

Although the P-MCF outperforms the E-MCF in
terms of the longest hop delay, the E-MCF and SMT al-
ways occupy the least and most number of links, respec-
tively. In summary, our E-MCF method always incurs
the least cost than others, irrespective of the network
scale.

Impact of the number of sources. As shown in Fig-
ure 7(a), with the increasing of the number of sources,
the number of links based on the traditional SMT re-
mains relatively stable because it just randomly utilizes
one given source. Meanwhile, the E-MCF always incurs
fewer links than the P-MCF and the SMT. Addition-
ally, newly added sources will not considerably reduce
the link costs of E-MCF method. We find the link cost
of each building method fluctuates along the increasing
number of sources. The cost of SMT may grow when
the number of sources increases. The root cause is that
the single source for establishing the SMT is selected
randomly. The average cost of resultant SMT, how-
ever, is relatively stable. Despite the fact that the cost of
the resultant P-MCF forest also faces fluctuation, it ex-
hibits a decreasing trend along with the increasing num-
ber of sources. We can see from the evaluation results
that three data copies (three sources) are somehow ef-
ficient and sufficient for multi-source multicast in prac-
tice. Figure 7(b) shows that the P-MCF causes the least
hop delay than other two methods. It means that desti-
nations can early receive data from sources in P-MCF
than in E-MCF. In conclusion, E-MCF cannot only re-
duce the hop delay of the SMT but also cause the least
link cost among the three methods.

Impact of the number of destinations. Figure 8 in-
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Figure 8: The impact of the number of destinations on the link cost
and the hop delay under a random network with 2000 switches. We
set 10 fixed sources but select variable quantity of destinations for
multi-source multicasts.
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Figure 9: The changing trends of the link cost under different environments in regular networks.
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Figure 10: The changing trends of the link cost under different environments in scale-free networks.

dicates that the addition of more destinations will natu-
rally increase the link cost and the longest hop delay un-
der the three multicast methods. Additionally, our two
methods P-MCF and E-MCF always outperform the tra-
ditional SMT method in terms of the two performance
metrics. In summary, our E-MCF causes the lowest link
cost while achieves the acceptable hop delay.

5.3.3. Evaluation under regular networks
In this section, we estimate the performance of the

three multicast methods under the scale-increasing reg-
ular networks. The regular network means that all nodes
have the same value of node degree [26]. Our regular
networks contain 1200 to 2800 switches. Under each
setting of network scale, we set the multi-source multi-
cast with 10 sources and 300 destinations. We then mea-
sure the total link cost of our P-MCF, E-MCF, and the
traditional SMT. As shown in Figure 9(a), it is clear that
the total link cost caused by the three methods increases
along with the increasing network scale. Additionally,
the E-MCF and P-MCF always cause less cost than the
traditional SMT, irrespective of the network scale. Note
that our E-MCF is the best one among those methods in
terms of the total link cost.

Secondly, we select 300 destinations in a regular net-

work with 2000 switches. In this setting, we change the
number of sources from 3 to 21 and evaluate the per-
formance of multi-source multicast. We can see from
Figure 9(b) that the E-MCF with multiple sources is ob-
viously better than the traditional SMT with only one
source. The impact of more sources on the total link
cost becomes weak when the number of sources exceeds
3. That is, the total link cost in the E-MCF slowly de-
creases when the number of sources increases. In this
evaluation setting, the E-MCF still occupies fewer links
than the P-MCF and the traditional SMT.

Thirdly, we select 10 sources under the regular net-
work which includes 2000 switches. The number of
destinations for multi-source multicast changes from
500 to 1000. Figure 9(c) reports the evaluation results
of three methods under the varied number of destina-
tions. Similarly, our E-MCF always uses fewer links
than other two methods, irrespective of the number of
destinations.

5.3.4. Evaluation under scale-free networks
In this section, we conduct simulations under scale-

free networks because the distribution of nodes in the
Internet follows the power laws. A network whose ver-
tex connectivity follows a scale-free power-law distri-
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bution is known as the scale-free network [? ].
Firstly, we construct scale-free networks with vary-

ing scales. The number of switches varies from 1200
to 2800. We randomly choose 10 sources and 300 des-
tinations under each setting of network scale. We then
record the total link cost of our P-MCF, E-MCF, and the
traditional SMT. As shown in Figure 10(a), it is clear
that the total link cost of each method grows up along
with the increasing network scale. It’s noteworthy that
the link cost of the SMT increases rapidly because it al-
ways utilizes a single source. The increased link cost
for our E-MCF and P-MCF is slow. It is clear that our
E-MCF incurs the least number of links.

In a scale-free network with 2000 switches and 300
destinations, we change the number of sources from 3
to 21. We can see from Figure 10(b) that the SMT
multicast is not significantly affected by the number of
sources. The link cost of P-MCF becomes less when the
number of available sources increases. The impact of
more sources on the E-MCF algorithm becomes weak
when the number of sources exceeds 3. Additionally,
our E-MCF method can incur the least number of links
than other two methods, irrespective of the number of
sources.

In order to evaluate the impact of the number of desti-
nations, we randomly choose 10 nodes as sources under
scale-free networks with 2000 switches. The number of
destinations changes from 500 to 1000. As shown in
Figure 10(c), three multicasts need more links owing to
the increase of receivers, and our E-MCF multicast al-
ways occupys fewer links than the P-MCF method and
the SMT algorithm for a single source.

In conclusion, our MCF methods are adaptive to dif-
ferent network topologies. Our E-MCF method al-
ways incurs fewer links than our P-MCF method and
the traditional SMT multicast method, irrespective of
the network topology, the network scale, the number of
sources, and the number of destinations.

5.4. The running time of involved algorithms

Note that the time complexity of our P-MCF and E-
MCF methods have been analyzed in Sections 4.1 and
4.2.3, respectively. It is clear that the time complexity
depends not only the network scale |V | but also the num-
ber of sources and destinations of a given multi-source
multicast. In general, the number of sources and desti-
nations is far fewer than the network scale |V |.

In this section, we further evaluate the running time
of our MCF algorithms and the SMT algorithm in small-
scale random networks. The network scale varies from
50 to 500. The number of destinations of evaluated

multi-source multicasts ranges from 10 to 100. The
default number of sources is 3. The running environ-
ment of algorithms is equipped with a processor of In-
tel Core i7. We collect the running time of our algo-
rithms under varied settings of evaluations, and report
the average results in Table 2. It is clear that our two
MCF methods consume some more time than the tradi-
tional SMT algorithm, due to the appearance of multi-
ple sources. Note that the approximate method for SMT
problem just consider the case of only one source node
in a multicast transfer. Additionally, we can see that E-
MCF consumes additional time than P-MCF because it
has to search out those shared nodes after establishing
one multicast forest.

6. Discussion

In this section, we extend the multi-source multi-
cast by discussing several important issues, including
the feasibility of sufficient sources, rethinking the SMT
method, the scalability and capability of a multi-source
multicast, and the virtual source multicast.

6.1. The feasibility of sufficient sources for MCF

For any multi-source multicast, both theoretical and
evaluation results indicate that multiple sources would
considerably reduce the total cost of resulting multi-
cast forest under our MCF methods. In reality, the
number of sources for a multi-source multicast is usu-
ally constrained by the real applications. For example,
only three duplications are deployed for each file block
in GFS. The evaluation results in Figure 7(a), Figure
9(b) and Figure 10(b) indicate that the cost of our re-
sultant MCF becomes relatively stable when the num-
ber of sources exceeds a threshold, for example three.
That is, three sources are efficient and usually suffi-
cient for a multi-source multicast routing in practice.
This fact would ease the precondition of realizing the
multi-source multicast routing in various network ap-
plications.

6.2. Rethinking prior SMT methods

In the above evaluations, we initialize a MCF as a
single-source multicast by randomly picking a source
from all potential sources. The SMT method then es-
tablishes the minimum-cost tree for spanning the picked
source and all destinations. The evaluation results indi-
cate that our MCF methods always incur less cost than
the SMT method of the initialized multicast. However,
the total cost of the resultant SMT significantly depends
on the selection of the source. It is clear that each picked
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Table 2: The running time of our algorithms and SMT algorithm under varied settings of random networks and multi-source multicasts.
|D|=10, |V |=50 |D|= 20, |V |=75 |D|=30, |V |= 150 |D|=40, |V |=200 |D|=50, |V |=250

SMT 0.0049s 0.01224s 0.02392s 0.03474s 0.04942s
P-MCF 0.00866s 0.0204s 0.03508s 0.05336s 0.07476s
E-MCF 0.01028s 0.02192s 0.03866s 0.05772s 0.08304s

|D|=60, |V |= 300 |D|=70, |V |=350 |D|=80 , |V |= 400 |D|=90 , |V |=450 |D|=100 , |V |=500
SMT 0.068042s 0.08796s 0.1141s 0.13614s 0.16756s

P-MCF 0.0926s 0.11862s 0.14486s 0.17018s 0.2044s
E-MCF 0.11032s 0.1484s 0.18804s 0.23674s 0.29706s

source would cause a distinct multicast tree given the
same multi-source multicast. However, it is not neces-
sary that the randomly picked source would incur the
multicast tree with the lowest cost. Thus, we need to
demonstrate the gains of multiple sources for any multi-
source multicast by rethinking and comparing the SMT
method.

More previously, given any multi-source multicast we
establish a single-source SMT for each potential source.
Accordingly, we can find the SMT with the least cost
among all generated SMTs and compare it with the
MCF derived from our MCF methods. For this reason,
we conduct experiments under a random topology with
2000 switches, 300 destinations, where the number of
sources varies from 3 to 21. We can see from Figure
11 that the revised SMT method still performs worse
compared with our two MCF methods in terms of the
total link cost. The fundamental reason is that the SMT
method and its variants cannot find and fully exploit the
benefits of multiple sources. That is, the SMT method
can’t efficiently address the multi-source multicast pro-
posed in this paper.

Table 3 further summarizes the cost of each SMT
resulting from each available source. We can see that
those SMTs under the same settings indeed exhibit var-
ied link costs. The link cost difference among related
SMTs, however, is not very remarkable.

Table 3: The link cost of all SMTs, under varied settings of MCF.
|S| The link cost of each SMT
3 652 654 649
6 652 655 648 654 651 655
9 648 652 651 653 652 648 655 650 648
12 655 646 652 651 649 649 655 655 652 649

652 650
15 653 648 652 654 652 652 647 654 650 646

654 650 652 652 651
18 649 652 652 649 649 652 648 650 648 647

652 653 649 651 652 655 653 644
21 652 653 646 652 653 650 652 649 652 651

655 649 647 652 652 651 652 654 653 652 649
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Figure 11: The changing trends of the link cost of the best SMT and
our MCF, under a random topology with 2000 switches and 300 des-
tinations.

6.3. The scalability and capacity of MCF

Figure 8(a), Figure 9(c) and Figure 10(c) indicate that
a multi-source multicast session incurs growing cost of
the resultant forest, when it serves increasing destina-
tions and the number of sources is fixed. Thus, we fur-
ther analyze the scalability of our MCF solutions. We
can see that the total link cost of each resultant MCF is
always less and increases more slowly than that of the
SMT for the single-source multicast, when the amount
of destinations increase. This manifests that a multi-
source multicast is better than a related single-source
multicast, in terms of the scalability. The root cause is
that numerous destinations are not necessary to retrieve
data from only one source. Additionally, our algorithms
are also scalable in terms of the computation complexity
as we have proved in Section 4.

The capacity problem of a multi-source multicast
refers to the ability of accommodating as more multi-
source multicast sessions as possible in a given net-
work. It mainly depends on the available network re-
sources and forest building methods. To improve the ca-
pacity of multi-source multicasts, the constructed forest
for each multi-source multicast session should cause the
least link cost. The saved link resources by each multi-
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source multicast session would be essential to support
other multi-source multicast sessions. Therefore, the
proposed MCF solutions theoretically perform better
than existing SMT solutions for single-source multi-
cast, when they’re applied to support uncertain multicast
streams. We will study the packing problem of multi-
source multicasts to evaluate the multi-source multicast
capacity of a given network in our future work.

6.4. Comparison with the virtual source multicast

(a) The minimum spanning tree
T1 resulting from our P-MCF
method.

(b) The minimum spanning tree
T2 of the virtual-source multicast.

Figure 12: An illustrative example of the virtual-source based multi-
cast method for the MCF in Figure 2(a).

In theory, the multi-source multicast problem can be
converted as the multicast problem by abstracting all
sources into a virtual source. That is, a link of cost
0 is added between each pair of sources. Hence, we
can construct the minimum spanning tree T2 for the vir-
tual source multicast in Figure 12(b). Let GV S include
only one virtual source (instead of any real source) and
all destinations. For any destination node in GV S, the
distance towards the virtual source is just the minimum
length among all shortest paths towards all real sources.
That is, the edge from any destination to the virtual
source represents the shortest path towards the closest
source.

The virtual source multicast can achieve a SMT via
any existing building method, as the single source multi-
cast does. However, the resultant SMT would be further
embodied as a forest structure after converting the vir-
tual node as corresponding sources. The resultant for-
est can achieve an approximation ratio of (2+ε). Ac-
tually, the forest building process for the virtual source
multicast is equivalent to that in our P-MCF building
method. That is, the virtual source multicast is just an-
other representation of our multi-source multicast. The
SMT for the virtual source multicast is equivalent to the
forest from our P-MCF method. However, the SMT for

a virtual source multicast does not achieve the benefit
of shared nodes. Our E-MCF method can achieve bet-
ter performance than the virtual source multicast, due to
fully exploit the benefits of potential shared nodes.

7. Conclusion

Compared with unicast, multicast can naturally save
the bandwidth consumption and reduce the load on
the source. Although the appearance of SDN offers a
good opportunity to implement multicast and its vari-
ants, multicast for SDN still attracts much less atten-
tion in literature. In this paper, we put forward a novel
multi-source multicast with multiple potential sources.
We concentrate on constructing a forest with the min-
imum cost (MCF). We further propose two (2 + ε)-
approximation methods, named P-MCF and E-MCF.
The small-scale experiments and large-scale simula-
tions demonstrate that our MCF approaches always oc-
cupy less network links than the traditional SMT, irre-
spective of the number of sources, destinations and scale
in multicast transmissions.
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